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FOREWORD

This specification establishes the requirements for design and performance of
the IDAMST QOperational Flight Program, Error Handling and Recovery.

This specification has been prepared for the Air Force Avionics Laboratory under

p-contract number F33615-76-R-1099, Specification for IDAMST Software. In
particular, this specification incorporates guidelines established in the
referenced contract, State of Work, Appendix H, Software Management Plan,
Section 3.
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1.0 SCOPE
i
1.1 IDENTIFICATION

\%his part of this specification establishes the requirements for performance,
design, test and qualification of computer programs identified as IDAMST
Operational Flight Program, Error Handling and Recovery, IDAMST-OFP-EHAR,
CPCI number TBD. This CPCI is used to provide the IDAMST system with a pYe-
planned response to anomalies that occur within the system, .

1.2 FUNCTIONAL SUMMARY

> The purpose of this specification is to establish the functional and design
requirements for the IDAMST Error Handling and Recovery computer programs.,
This document is intended to compliment the IDAMST OFP Executive Specification,
IDAMST specification SB-4041, July 1976. Error detection and error recovery
strategy has been treated, in this document, separate from the OFP requirements
for functional capability.

IDAMST OFP EHARS is specified for three major functional areas: Response for
errors occurring internal to the IDAMST mission processors, including computer
program induced errors, response for errors accurring in the multiplex connect-
ing subsystems of IDAMST, and response for errors occurring in subsystem sensors,
actuators, and crew station controls and displays. Within each functional area,
the EHARS software shall accomplish the fumctions of: Determining that an error
of sufficient severity to degrade system performance has occurred, isolate the
suspect subsystem, notify the flight crew/IDAMST top level contrel program

where appropriate to configure the faulty subsystem/function out of service.

<

1.2.1 Organization

This specification is organized in such manner as to address IDAMST system
responses to three major categories of errors. These categories of errors are
Mission Processor internal errors, multiplex bus core element errors and sub-
system sensor and controls and displays errors. Each major paragraph of the
dccument is organized in three subparagraphs, each addressing software require-
ments for system response tc one of the three major categories of errors.
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2.0 APPLICABLE DOCUMENTS
2.1 GOVERNMENT DOCUMENTS
2.1.1.a Appendices to Contract F33615-76-C-1099 Statement of Work (SOW).
2.1.1.b Appendix A ~ "AMST Mission Profile and Scenario (Updated)"
2.1.1.¢c Appendix C - "System Architecture".
2.1.1.d Appendix E - "DAIS Mission Software, OFP Applications (SA-
201-303)", 17 Jdune 76,
2.1.1.e Appendix F - "DAIS Mission Software, Executive (SA-201-320)",
26 Dec. 75. :
2.1.1.f Appendix H - “Software Management Plan®
2.1.1.g Appendix M - "TRW System Backup and Recovery Strategy (TRW
6404-5-6-06)", Sept. 75.
2.1.2 DAIS Documeénts (Reference)
2.1.2.a ICD - Mission Operation Sequence: Pilot/Controls and Displays/
Interface with Application Software (SA-803-200), 15 Mar. 76
2.1.2.b Mission Software/Controls and Displays Interface (SA-802-301),
12 Mar. 76. 1
2.1.2.¢ DAIS System Control Procedures (SA-100-101 Appendix A}, 7 Nav. 75.
2.1.3 IDAMST Documents (Program Generated)
2.1.3.a Computer Program Development Specification, IDAMST OFP

Executive (SB 4041), July 76.

2.1.3.b Computer Program Development Specification, IDAMST OFP
Applications {SB 4043), July 76.

2.1.3.¢c Computer Program Development Specifications, 1DAMST Operational
Test Program (SB 4044), July 76.

2.1.4 IDAMST Documents (Reference)
The.following documents because of release dates server only as reference

documentation for this specification; however, are considered prime to further
definition of the IDAMST system design.

2.1.4.a System Specification for IDAMST, Type A (S1-101-), June 76.
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2.1.4.e

2.1.4.f

Prime Item Development Specification IDAMST Processor,
Type B1 (ST 4030), June 76.

System Segment Specification, IDAMST Control/Display Subsystem,
Type A (S1 5020), June 76.

System Specification, IDAMST Information Transfer System, Type A
(SS 3020), May 76.

Prime Item Development Specification, IDAMST Remote Terminal,
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Prime Item Development Specification, IDAMST Bus Control Interface,
Type B1 (SS 3230), May 76.
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3.0 Requirements

The performance and design requirements of the IDAMST, Operational Flight
Program (OFP) Error Handling and Recovery (EHAR) software are described in
this section.

Paragraph 3.1 identifies equipment and computer program interfaces and
relationship to IDAMST OFP architecture.

Paragraph 3.2 describes detailed requirements of the EHAR computer program.
3. Computer Program Definition

Figure 3.1-1 indicates the nature of error detection mechanisms within the
IDAMST system. An idealized subsystem sensor containing built-in test
circuitry, core element remote terminal, BCIU, mission processor, operational
T1ight program and idealized display subsystem are shown. Associated with
each system element are noted the'type of error detection implementec in
that class of elements. At the bottom of the figure, the OFP program
functional area responsibie for handling the detected errors is indicated.

Ccde implemented within the Operational Fl1ight program applications programs
are responsible for detection of data reasonableness and 1ife errors, improper
subsystem sensor sequences and operating modes. The OFP applications code is
also tasked with making comparisons between results obtained from redundant
and similar function (e.g., Omega and INS derived position) subsystems and is
tasked with reasonable rate and response time tests of data where applicable.

EHAR processing within the OFP Local Executive is tasked with handling of
mission processor and memory BIT detected errors. Cooperating EHAR code is
required in the Master/Monitor executive to respond to processor internal
errors in other (remote) processors. EHAR response to processor internal
errors is to cause the processor in which the error occurred to become passive
on the multiplex bus. Cooperating EHAR response in the Master/Monitor pro-
cessor must teable to respond to error response from the processor that
experiences the internal error.

EHAR processing within the BCIU Controller of the Master Executive is tasked
with handling of errors detected by the multiplex core element BIT. Communica-
tion errors detectea by the multiplex units include data transmission errors,
multiplex bus message content or sequence errors, BCIU or Remote terminal
failures and incorr-ect operdtions. Aiso certain BIT error signals from sub-
systems are refiected into the multiplex as error signals at the Master BCIU.

Errors detected i the subsystem sensors are handied by the OFP applications
software when those errors are not reflected into the multiplex error signals.
When reflected into tne muitiplex error signals (i.e. RT status word BIT error
bits) EHARS code within the Master fxecutive BCIU controiler must take action
to ailow continued operation of unaffected portions of the system until the
error detected signal is resolved.

-y
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3.1.1 Interface Requirements

The three functional areas within the IDAMST EHARS software, mission pro-
cessor internal erros, multiplex bus erros and subsystem sensors/controls
and displays each have unique equipment interface requirements. This para- 3
graph describes interface requirements for each of the Functional areas. !

3.1.1.0.1 Mission Processor. Internal Error EHAR, Equipment Interface 3
Requirements

Built-in test (BIT) circuitry within the IDAMST mission processor provides
hardware error detection mechanism for errors occurring internal to the 4
mission processors. Notification of error detection is communicated to the
IDAMST OFP software by activation of the mission processor interrupt signals.
These interrupt signals.cause suspension of executing programs immediately
upon completion of an executing machine operation code. Occurrence of an
interrupt automatice’ly causes start of execution of the OFP Local Executive s
Interrupt handler. l

Table 3.1-1 1ists the error detection within the mission processor and
the priority level of the resulting interrupt signal. Highest priority is 1
ievel sixteen. A1l interrupts except level sixteen can be disabled by :
execution of the processor interrupt disable instruction. Interrupts can be
selectively disabled (except for level sixteen) by execution of the processor
set interrupt control (SIC) instruction.

Those interrupt signals marked with an asterisk (*) represent detection of a
processor internal error.

Hardware interval timers, interval timer A and B, are used in conjunction with
QOFP Local and Master executive code to provide timeout tests.

3.1.1.0.2 Multiplex Bus Errors EHAR, Equipment Interface Reguirements

The multiplex bus equipment within the IDAMST system includes the following
equipment:

o Dual-channel twisted-pair communications medium
(MIL-STD-1553A Multiplex Bus)

0 Three Bus Control Units interfacing one mission processor each to
the duai cnannel muitipiex (IDAMST Specification $S-3020
June 1976) :

0 Eleven remote terminal units interfacing 130 subsystem interface
modules (via approxirately 200 subaddresses) to the dual channel
muitiplex (IDAMST Specification No. SS-3130, May 1976)




Table 3.1-1 IDAMST Mission Processor Internal Error Detection

Interrupt
Priority Level Description

BCI interrupt #8
spare
BCI interrupt #7

* illeqal operation code
BCI interrupt #6

* boundary alignment error
BCI interruot #5
interval timer B
BCI interrupt #4
interval timer A

W N Oy O AW N~

.
—
QO W

F N BCI interrupt #3
r 12 * processor parity error
13 BCI interrupt #2
14 * processor memory protect
) 15 BCI interrupt #1
16 *  power down
Note: *designates mission processor internal errors.
4
DO A000 2148 ORIG. 4771 8




3.1.1.0.2.1 Computer Interface

IDAMST OFP EHARS software interfaces to the muitiplex equipment via the Bus
Control Interface Unit (BCIU) and via status data placed into data compools

by the BCIU. EHARS software receives control on occurrence of certain

BCIU generated processor interrupt signals. EHARS software can effect
operation of the BCIU by either directly loading information into BCIU internal
registers or by placing BCIU commands into the Bus Message Lists of the OFP
Master Executive Bus Control task.

EHARS software can affect operation of the remote terminal (RT) by placing RT
mode operation commands into the Bus Message Lists of the OFP Master Executive.
EHARS software can determine status of the RT's by obtaining the bus message
status word (any message involving the RT) from the Master BCIU or by placing
RT mode commands into the Bus Message List of the Master BCIU. Mode Commands
that allow access to RT status are:

6 Transmit RT status word

¢ Transmit RT Built~In Test (BIT) word

0 Transmit RT Last Command Register

o Interrogate Activity Register

0 Interrogate Interface Module Error Register

ixecution of these RT mode commands by the Master BCIU causes the indicated RT
status information to be placed in a data compool in the Master Mission
processor memory (or a BCIU error interrupt to the master mission processor

if an anamoly or fault exists)

IDAMST specification number SS-3130, May 1976 details RT mode command and
status information. IDAMST specification number $5-3020, June 1976 details
BClU to mission processor interfaces. MIL-STD-1553A details multiplex bus
operation.

3.1.1.0.3 Subsystem Sensors and Controls and Displays Errors EHARS
Equipment Interface Reguirements

IDAMST OFP EHARS responsible for hancling errors occurring in subsystem
sensors, controis «na dispieys is an integral part of the IDAMST OFP
Applications programs. Those programs of the OFP Applications programs that
interface with the IDAMST equipment are the EQUIPMENT processes (EQUIPS),
DISPLAY processes (5ISPS), and HANDLER processes (HANDLERS). These equipment
interface processes of the OFP Applications software incorporate EHARS code.
OFP Applications ERARS is resporsible for 1ife and reasonableness tests of
mission processor input and output data, comparison of redundant subsystems
data and comparison of similar function subsystems data.

PRy
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OFP Applications EHARS interfaces to the IDAMST subsystems equipment
through the OFP Applications EQUIPS, DISPS and HANDLERS. IDAMST OFP
Applications specification, Document number SB 4043, July 1976, Paragraph
3.1.1 is incorporated herein by reference to establish interface require-
ments for the OFP Applications EHARS.

Table 3.1-2 1lists the QOFP Applications processes that incorporate EHARS
functions.

!
¢
§
¢




TABLE 3.1-2

IDAMST OFP APPLICATIONS PROCESSES
INCORPORATING EHAR FUNCTIONS

DISPLAY PROCESSES (DISP'S)

HUD

HSD
Instruments
Lights

MPD Checklist
MPD Par/Status
MPD Error/Warn
IMK Fixed Text
IMK Status

DEK Mark

HANDLER PROCESSES

IMK Handler
MPD Handler

EQUIPMENT PROCESSES (EQUIP'S)

UHF-AM
VHF-AM
VHF-FM
HF/SSB

1CS Input
1CS OQutput
P.A. Input
P.A. Output
DEK Input
DSMU Output
TACAN Input
TACAN Output
HCU Input
OMEGA input
OMEGA Qutput
FCS Input
FCS Output

INS Input

INS Output
SKE/IM Input
SKE/ZM OQutput
LF/ADF Input
LF/ADF Output
UHF/ADF Input
UHF/ADF Qutput
Radar Altimeter Input
Radar Altimeter Output
LS Input

ILS Output
Compass Input
Compass Qutput
LR Radar Output
Flight Surfaces
Aircraft Sensors

i . R ‘L—'-LA.MJ
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3.1.1.1 Interface Block Diagram

The functional interfaces of the IDAMST QFP EHAR software is graphically
portrayed in this paragraph. The interfaces for the three functional areas
of EHARS, prccessor internal errors, multiplex errors and subsystem sensors/
controls and displays are portrayed in separate subparagraphs.

3111 Mission Processor Internal Error EHAR Interface Block Diagram

Figure 3.1-2 portrays the major interfaces to Mission Processor internal

errors EHAR. EHAR receives control from the OFP Local Executive interrupt

handler as a result of a mission processor BIT hardware error detection.

EHARS receives control from the OFP Master Exectuive on occurrence of watchdog
time-out. EHAR sets the BCIU Status Register (SR), bits 0-9 to the terminal

fail state via the OFP Mas*er Executive BCIU Interface (Master Processor)

or via the OFP Local Executive Minor Cycle Set-up (Remote Processor). EHAR also
ensures that the Go bit of the BCIU Processor Control Register (PCR) is set to '
zero.

3.1.1.1.2 Multiplex Bus Errors EHAR Interface Block Diagram, Master Processor

Figure 3.1-3 portrays the interfaces to multiplex bus errors EHAR in the
Master Processor. In the Master Processor, EHAR interfaces to the BCIU via
the Master Executive BCIU interface. EHAR performs alternate bus operation,
retrieves status from remote devices or effects message retry via the Master
Executive BCIU Command List Handler. EHAR receives control on occurrence of
certain BCIU hardware interrupt signals.

3.1.1.1,2.1  Multiplex Bus Errors EHAR Interface Block Djagram,
Remote Processor

e . T UVEUSpPE S -

Figure 3.1-4 portrays the interfaces to multiplex bus errors EHAR in the

remote or monitor mission processors. EHAR receives control on occurrence of

certain BCIU hardware interrupt signals. EHAR sets terminal failure indication
in a remcte mode BCIU via the program input/output BCIU interface of the local

executive minor cycle setup.

3.1.1.1.3 Subsystem Sensors, Controls and Displays Errors EHAR
Interface Block Diagram

Figure 3.1-5 portrays the interfaces to subsystem sensors, controls and

displays errors EHAR. EHAR functions are an integral part of the OFP Applications
equipment processes, (EQUIPS) display processes ?DISPS) and HANDLERS. As an

integral part of the OFP Applications, EHAR interfaces are shared with the

Applications processes, EHAR interfaces with hardware subsystems and other A
IDAMST software subsystems via data compools. The OFP Applications processes

are activated by the OFP Applications Configurator. Applications processes

commence execution based upon predetermined event conditions.

3.1.1.2 Detailed Interface Definition
The functional relationships of the IDAMST EHAR to IDAMST hardware and computer

prog. xms is specified in this paraaraph. The three functional areas of mission '
processcr internal errors, multinlex bus errors and subsystem sensors and controls pi
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and displays errors are specified in subparagraphs 3.1.1.2.1 through 3.1.1.2.3
respectively.

3.1.1.2.1 Mission Processor Internal Errors EHAR Functional Relationships

On occurrence of mission processor BIT hardware error detection, a mission pro-
cessor is removed from service in a passive manner. A suspect failed processor
does not attempt bus communication on detection of internal error. This approach
is taken for the IDAMST system to prevent a failed processor from propagating
errant information into other elements of the system. Mission Processor internai
error EHAR receives contro] directly from the OFP Local Executive interrupt
handler. The interrupt handler vectors mission processor internal BIT interrupt
signals to EHAR. EHAR effects a passive shutdown of the suspect processor by
stopping processor participation in multiplex bus communication. This is
effected by setting a terminal failed code into the BCIU Status Register (SR)
and by resetting Go in the BCIU Processor Control Register (PCR).

.f the errant processor is the multipiex Master processor, two minor cycles
time-out in the monitor processor will cause the Monitor to take over as
multiplex master. If the errant processor is a remote processor, passive
shutdown will cause Mulzipiex Bus errors tHAR to execute in the Master Processor.
& terminal faiied coae is returned to the master BCIU on the first message
airected to the errant mission processor/BCIU.

Error detection 31T, timing of interrupt signals and the mission processor,
software interfaces are specified in IDAMST specification number SI 4030, Prime
ltem Deveigpment Specification for IDAMST Processor, Type B1, June 1976, which
is incorporated by reference as a portion of this specification.

3.1.1.2.2 Mu'tiplex Bus Errors EHAR Functional Relationships

On fajlure to successfuily complete a bus ressage, including failure of auto-
matic retries, tne BCIU generates a hardware interrupt signal to its associated
mission prccessor. The OFP Local Executive Interrupt handler vectors BCIU
interrupts to the JFP Master Executive, BCIU Controiler in the case of the Master
BCIU/processor. Tne OFP Local Executive Interrupt handler vectors BCIU interrupts
to the OFP Lccal Ixecutive, Minor Cycle Setup in the case of the moritor or remote
BCIU/processor. OFP Master Ixecutive BCIU controller via prograrmed input/output
interface retreives the 5CIU interral status register to assist in interpretation
of the irterrupt cause. “ne J7? Local Zxecutive Mincr Cycle Setup retrieves only
Minor Cycle number <o tnat Irne remote ana vonitor processor bus error EHAR has
responsibility for wetrieving internal status register data. Bus errors £HAR
interprets statul deta cno faterrust sinnal ddentity to cetermine a possiblie
cause Ttor failurs i complete tne errant bug message. EHAR choses an ootion
Tizretry of the or. jind| message via tne atternate bus, testing of the BCIU
tO MisSian Drocesscr iniertace or o7 declaring the BCIU faulty and causing a
sassive snutdown of ine 3CIU/arocessor. EHAR in the Master processor can
resolve amoiguous sttuations io.4., 3CIU indicates no bus message status word
retarned) by rec.: ~2. iaferriation from remote terminals/BCIU's. ERAR
retrieves adai b Tnorv ospelifying moae command message operation
IroLne mOU ConLy CoTmanc opevrations arve treated as irmediate
asSY CArGiaus DesLLT s,

ot interface, J1rect wTory access
2tus information avaiianie to EHAR in
T osoeciTication §3-3250, Prime item
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Development Specification for IDAMST Bus Control Interface Unit (BCIU),

Type B1, March 1976, which is included by reference as a portion of this
specification, Bus communication errorrs EHAR specifies error isolation to
a subsystem, Remote Terminal or BCIU/mission processor by interface with the
Subsystem Status Monitor. EHAR specifies the identity of the declared failed
unit to the Subsystem Status Monitor. The Subsystem Status Monitor has the
system level information necessary to correlate errors to localize failed
units, (e.g.. the Subsystem Status Monitor can correlate that multiple errors
are occurring in communication with several subsystems connected to the same
remote terminal). The Subsystem Status Monitor effects system/subsystem
reconfiguration by interface to the reconfiguration routines. Subsystem
Status Monitor determines that error thresholds have been exceeded, formats
mission recorder entries for errors, signals crew warnings/cautions via the
OFP Applications DISPS, and if reconfiguration is indicated, envokes the

task reconfiguration logic of the configurator.

3.1.1.2.3 Subsystem Sensors, Controls and Displays EHAR Functional
Relationships

EHAR functions for subsystem sensors, controls and displays are incorporated
in the OFP Applications EQUIPS, DISPS and Handlers. The OFP Applications
processes provide the EHAR to IDAMST interfaces. The OFP Applications inter-
faces and functional relationships are specified in document number SS-4043
IDAMST OFP Applications Specification.

g o

EHAR functions require an interface between the OFP Applications processes

and the Subsystem Status Monitor. On determination of a subsystem error by

EHAR functions, the Subsystem Status Monitor is notified of the error occurrence
and suspect subsystem identity. The Subsystem Status Monitor formats a mission
recorder entry, signals crew warnings/cautions via the OFP Applications DISPS
where appropriate, and effects subsystem reconfiguration via the task configura-
tion logic of the configurator.

adhd
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3.2 DETAILED FUNCTIONAL REQUIREMENTS

Figure 3.2-1 depicts the functional block diagram of the IDAMST EHAR functions
portrayed in structured design representation. The different functional areas
of EHAR are represented in three separate diagrams. Figure 3.2-1A depicts the
EHAR functions associated with mission processor internal errors. Figure
3.2-1B depicts the EHAR functions associated with multiplex bus xommunications
errors detected in the Master BCIU/processor. Figure 3.2-1C depicts the EHKAR
functions associated with multiplex bus or BCIU errors detected in a remote
BCIU/processor.

3.2.1 Mission Processor Internal Errors EHAR Detailed Requirements

Mission Processor Internal Error EHAR is responsible for providing the IDAMST
system with a preplanned response to anomalies that affect the internal opera-
tion of the IDAMST mission processor. After detection of a processor internal
error by the processor BIT hardware, EHAR ensures that the processor is isolated
from the rest of the IDAMST elements to prevent propagation of suspect data or
control signals throughout the system.

. 3.2.1. Inputs

Processor control is vectored directly to EHAR mission processor internal errors
. on occurrence of a mission processor BIT failure by the OFP Local Executive

} Interrupt handler. CZYAN receives the identity of the interrupt signal. A list
‘ of interrupt signals is given in Table 3.1-1,

PR

3.2.1.2 Processing

EHAR sets cortrol and status bits in the BCIU internal registers via the BCIU

programmed input/output interface. EHAR must determine if the BCIU is a remote .
mode BCIU. If remote, EHAR must busy ocut the BCIU to prevent ambiguous status !
indication at the master BCIU. EHAR sets the Busy Bit in the BCIU Processor

Control Register, waits 700 microseconds (length of longest message that could
currently be in progress) and then sets the terminal failed code in the BCIU

Internal Status Register and resets the Go and Busy bits in the Processor

Control Register,

3.2.1.3 Qutputs

EHAR directly sets the contents of the BCIU internal registers. EHAR controls
the Processor control Register bits Busy and Go. These bits are used internally
by the BCIU to control BCIU actions. EHMAR sets the Terminal Failed status code
in the BCIU internal status register (bits 00-09). The BCIU internal status
register is used by Multiplex Bus errors EHAR in the Master Processor to
determine why communication with the failed processor has ceased.

3.2.2 Multiplex Bus Communication Errors EHAR Detailed Requirements

Multiplex bus communication errors EHAR is responsible, in cooperation witht he }
BCIU/RT hardware and firmware, for providing the IDAMST system with a preplanned !
response to anomalies that effect the operation of message communication on the
MIL-STD-15534multiplex bus. After detection of a bus message error by the

multiplex hardware BIT, EHAR first attempts to complete transmission of the

message and if unsuccessful isolates the suspect unit from the system to prevent
degradation of system performance and propagation of errant data through the
system.

72

i bwinag tedh phnottenCl plardy




-,

-t -

9v14 a3IIvd

TUNIWY3L 13S

(TOMLNOI SIWNSSY

3873

- P . rm e e e e e

SHOYYI TYNYFINI YOSSII0¥d YVYHI  vi-z'e 4nbid

\\, YILSYW

YOLINOW) 37aI

NIHL

/ sng 41

NOISSIWSNVYL
SNE d40OLS

J04¥3
1o0ud

41

N3HL / TYNYILNI

JATLNI3IX3
ava01
SYVH3I




(JALLNI3XT YILSVW) SHOWYT NOTLWIIHNWWOD SNd dvH3

JOSN3S
W31SASANS
HOLINOW
SNivls

TUNIWY3L F10W3Y
Ol ONVWWOD TVYNIDIAUO

IN3IW3IT3 340D
YOLINOW
SNLVLS
W3alsAsdns

d0SS300¥d 310W3Y OL
GNVYWWOD TVNIDIA0

HOLIMS

vy

(TO¥INOJ]
211N

JuNTivd 41

AdL3Y sSnd
J1IVYNY3ILTV

g1

T
2°€ a4nbi4
ERIRIZ]
41 W -
| NO11ONNJ
AN
310W3y
JovaudINT ] Lo
$S3J2VY
niog YiWa.
dIvAN]
NOIL1ONNiSNI
(WO¥) T0UINOD
© IYNYIANI
ERINIRE]
41
AH13Y
3J9VSSIW aal °*
34Q
asr -
AN

HILIMS

SyoYA3
NOIL1VIINNWWO

SNd dVH

J
3

24




A¥13¥
JOVSSIW 3573 S
JOSN3S i 0
W3L1SASENS Wv 0
1 OLINOW dxv 0
SNLVLS 138 404 0
WILSASENS T CEREL
S . NIHL 17VH 0
r (SHO¥Y3 1ON)
a3A1303¥ NOTLY¥3dO
ANVYWWOD ANVIWWO)
TNI9lyo 41 | 3513 qaow | 313
Y
, A¥L3¥ sng a3Lo31434
LYNYILTY [NIHL \ snyvis o1
1531 \\\
A¥13Y4 a3L1n23x3 LON
PVANINT g v A 39ySSIW NInL )// ONVWWOD 41
S P
|
(SNLVLS A1dE sy
¥ILSVW av3Iy 35X
NOT Lv¥3d X354
INYWWOD 30O0W X35X

(*140)) gL-¢°¢ 24nby4




. S 3 e 4o

st 4

(ATLNI3XT YOLINOW ANV TWI0D)
SHOYY3 NOILYIINNWWOI Sng ¥vH3
IL-2°€ a4nbyy

ONISS3208d
JOVSSIW
SNONOYHINASY

1v4

AYY
13s

1

dn 13S

370A) ¥ONIW

INIWITI YOI

JOLINOW SNIVLS

W31sAsEns

3573

N3H1

[

‘WY3l

IS ©
WY O
3A11ND3X3 LAY
W01 (90u3 LoN) |
ISy -
1Al - IsX -
aal - X3Sy -
al - X38X -
¥ON - 12d -
daw - 1IVH -
SNOILINNS

13s

43Q¥0I3Y
s11d

404 X001
1VHY¥04

ATINC N13€ ¥31SYW QIYIAISNOD ATTVWHON mt

dn-13$
370AD MONIW

—

INROD
¥0AN3
1383y

Z < 1NNOd

38713

YOy¥3 J1

INNGJ
yO¥N3
901

N3HL

S

ALIY¥Vd WOd O

$320Y VWad O
q1vd4 NidE O

+ 31DAD AN
¢ 37040 JI

(31940
HONIW)

MO

P YN o

S1dNYYILIN]
nidg
HIL1IMS

|

SHOYY3
NOIL1VIINNWWOD
SnNd YVYH3

26




3.2.2.1  Inputs

BCIU Internal status, bus message status word, master BCIU processor command

words (2 words from the BCIU command register), minor cycle number, BCIU processor
interrupt identity are accessed by EHAR from the OFP Master Executive BCIU
controller. Format and timing are specified in IDAMST Specification S5-3230,

Prime Item Development Specification for IDAMST Bus Control Interface Unit

(BCIU) which is incorporated by reference as a portion of this specification.

In addition EHAR may request the status of any piece of equipment in the system
from the Subsystem Status Monitor. EHAR receives an equipment identity number

and equipment status code from the Subsystem Status Monitor. Equipment status
code values are:

On line

Software out of service {software busy for maintenance)
Out of service (failed)

Idle

In addition EHAR accesses the Device Table of the Master Executive BCIU command
1ist handler, via Local Executive service compool read. EHAR uses Device Table
data to translate from BCIU command number to device identity.

3.2.2.2 Processing, Remote and Monitor Processors

EHAR receives control from the OFP Local Executive Interrupt Handler after )
occurrence of a BCIU generated processor interrupt. In event that the interrupt !
cause is one of the interrupt functions reserved for Master BCIU operation only,
£HARS idles the processor/BCIU in the same manner as in the case of a mission
processor internal error. Refere to Paragraph 3.2.1.2. The Processor/BCIU 1is

idled to prevent nropagation of errant data as a master mode interrupt from a

remote mode BCIU is presumed to be caused by faulity coperation of the BCIU.

The BCIU is idled until diagnostic routines can verify correct operation.
Diagnostics are not run until after reconfiguration has occurred. In event '
that the interrupt signal indicates a BCIU failure, the BCIU is idled as above.
Refer to Paragraph 3.2.1.2. 1In event that the interrupt signal indicates a

minor cycle message nas been received from the Master BCIU, EHAR determines if

the new minor cycle number is a valid number (new major cycle or one greater

than previous minor cycle number). If minor cycle number is valid, EHAR relinqui-
shes control to the OFP Local Executive minor cycle setup routine. If minor

cycle is not valid, EHAR will format a mission recorder error entry. On second
occurrence of invalid cycle number within a major cycle EHAR relinguishes contro}l

to reconfiguraticn. If monitor processor, reconfiguration takes control of the

bus.

3.2.2.2.1 Processing, Master Processor

EHAR receives control from the OFP Master Executive BCIU controller on occurrence
of BCIU processor interrupt signals. Certain interrupt signals are used by the
Master Executive 3CIu cortro’ler for system synchronization and control. Only

those interrupt . nna’s indicating errors or ambiguous situations are directed

to EHARS. The BC.. .nteqral status register bits that require action by EHAR

when the BCIU generates a orocessor interrupt are:

IMA . RSE

ivD . XS

0PI . R3ER -
o0 . X5 X

D . Vi




In addition the BCIU Fail and ROM parity error processor interrupts are handled
by EHAR. In event of BCIU Fail, ROM parity interrupt or the instruction
invalid or master function bits being set in the BCIU internal status register,
(ISR), EHAR idles the BCIU by resetting PCR GO and executes a nominal BCIU/
processor interface wrap-around or echo test. This test eliminates the possi-
bility of intermittent error. 1If the error condition persists through the
interface test, the BCIU/processor pair are idled as in the case of aprocessor
internal error. Refer to Paragraph 3.2.1.2.

In event of message data error detection by the BCIU, (ISR bits NDR, ICP, DPE
or IVD set), EHAR checks the BCIU command to see if BCIU automatic retries

were specified for the message. If BCIU automatic retry has been attempted

(as indicated by the interrupt signal) the error persists. EHAR modes the

BCIU to the alternate bus and retries the message via the alternate bus. If
alternate bus is not available because the subsystem status monitor tables
indicate a previous failure or the alternate bus retry is unsuccessful,

EHAR relinquishes control to reconfiguration (via the Subsystem Status Monitor)
to reconfigure the subsystems accessed by the bus message subaddress out of the
system, If alternate bus retry is successful, an RT and subsystem error record
are logged in the subsystem status monitor tables. In addition, the original
multiplex bus is marked as unavailable for future use. The unavailable multiplex
bus can be restored to service by periodic or crew requested testing.

In event of message status word error detection by the BCIU, (ISR bits XSEX, RSEX,
XSE, RSE) EHAR determines if the bus message command word was received by the
remote device. EHAR uses mode command operation to determine if the bus command
word was correctly received by the remote device. If the command word was
correctly received and no message data errors were detected by the master

BCIU or remote device, an error record is logged in the subsystem status
monitor, If the command word was not received or is received in error, a
message retry and alternate bus retry are attempted. If the error persists,

the master BCIU is idled and the monitor BCIY assumes control. If the remote
device also indicates a message error or device failure status, a message

retry is attempted. If the error persists, the subsystems associated with the
bus command subaddress are reconfigured out of service.

3.2.2.3 Qutputs, Remote and Monitor Processor

To idle the processor/BCIU, EHAR directly controls the GO and Busy bits in the
BCIU processor control register and sets the terminal failed code into the
BCIU internal status register via the processor/BCIU programmed input/output
interface. EHAR returns minor cycle number to the OFP Local Executive Minor
Cycle Setup after virifying a valid minor cycle number. If minor cycle number
is invalid, EHAR passes the received minor cycle number, the local (expected)
minor cycle number to the subsystem status monitor for logging the error on the
mission recorder.

Entry to reconfiguration will cause the monitor to assume control automatically
and the remote to begin time out of the monitor to take over control, no
parameters are passed.

3.2.2.3.1 Qutputs, Master Processor

To idle the processor/BCIU, EHAR directly controls the GO and Busy bits in the

BCIU processor control register and sets the terminal failed code into the
BCIU internal status register via the programmed input/output interface.

28
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70 execute the BCIU/processor interface wrap-around or echo test, EHAR provides
dunmy BCIU interrupt vector locations to field interrupts generated by the

BCiU in the course of testing. To use these dummy interrupt locations EHARS
provides six sixteen-bit addresses to the OFP local Executive Interrupt Handler,
EHAR directly loads and reads registers in the BCIU via the programmed input/
output interface to execute the echo test. Refer to Prime Item Development
Specification, IDAMST Bus Control Interface, Type B' (SS-3230), May 1976 for
detailed description of BCIU internal registers. EHAR modes the BCIU to the
alternate bus by placing asynchronous mode commands into the BCIU command list
via the OFP Master Executive command list handler,

EHAR passes a 1¢-bit error flag, minor cycle number, message number, retry count,
retry on alternate bus flag (if attempted) and up to four 16-bit bus message
status words and four 16-bit BCIU internal status words to the Subsystem Status
Monitor in the event that a subsystem sensor fails error recovery procedures.

The status words and cycle/message identity are recorded on the mission recorder
for post-Tlight analysis. The message identity is used to access the device

tabla to identify the faulty piece of equipment, 1f alternate bus retry is
successful, EHAR passes a unique i6-bit error code to the Subsystem Status
Monitor along with message identity and bus message and BCIU status words.
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3.2.3 Subsystem Sensors, Controls and Displays Errors EHAR
Detailed Requirements

3.2.3.0.1 Input and Qutputs, General

[DAMST subsystem sensors and controls and displays EHAR software is embedded
code within the IDAMST OFP Applications. As an integral part of the OFP
Applications, EHARS code interfaces to avionics equipment via IDAMST OFP

Local Executive service requests (e.q., READ compool , WRITE compool )

and data contained in data compools. Data compools are used for exchange

of avionics subsystem control parameters and status data with the applications
and error handling programs. Compools in the IDAMST are transmitted on a
real-time synchronized basis.

Input and Output specifications shall be as specified in Computer Program
Development Specification, IDAMST OFP Applications (SB-4043), July 1976,
Paragraph 3.2 and subparagraphs. Where additional requirements are imposed
by EHARS requirements, the additions are noted in the following subparagraphs.

Table 3.1-2 lists the IDAMST OFP applications tasks that interface with the

IDAMST subsystem sensors/actuators and controls and displays. EHARS code

incorporated in each of these tasks is responsible for data life and reason-

ableness test, comparison with similar/like sensors where appropriate and

with exercising BIT and interrogating BIT results and is responsible for

determining that subsystems are in correct operating modes/states. Fajlure

of any tests or checks performed by the EHARS code results in an error report .
being formatted and error notification being made to the subsystem status

monitor of the OFP applications program. A uniaque 16-bit error code is assigned

to each subsystem within the IDAMST system.

Table 3.2-1 1ists those IDAMST subsystems (excluding multiplex and processors)
having seif-contained BIT capability. EHARS code within the OFP applications
tasks that interface to these subsystems, is responsible for exercising BIT
and interrogating BIT results.

EHARS provides the capability to exercise BIT on notification from other
applications tasks. EHARS within the applications tasks however runs on a
periodic basis and communicates with subsystems via synchronous, periodic
messages.

HF/SSB

IFF

OMEGA (RECEIVER)
TACAN !
IMS

WEATHER RADAR

RADAR ALTIMETER

STATION KEEPING EQUIPMENT
FLIGHT CONTROLS SYSTEM

CO0OO0OO0O0O00O0O0

Table 3.2-1 IDAMST Subsystems Containing BIT
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3.2.3.0.2 Processing, General

IDAMST subsystem sensors and controls and displays EHAR code within the

OFP Applications software is responsible for detection of errors in addition
t6 recovery procedures. Techniques used in the EHAR code for detection of
errors are:

Redundant data comparison

Similar function processed data comparison.
Life test.

Limit or reasonableness tests,

OO0 Co

These tests are selectively applied t¢ subsystems, dependent upon the nature

of subsystem data. Where redundant subsystems are identical in function,

ZHAR directly compares data. Tolerance for slignt discrepancies is incorporated.
fxact values of tolerance is TBD by operational/mission reguirements and by
heraware performance specifications. Tolerance values are mechanized as

cystem parameters (constants) that are updated by modification to the OFP

10ad tape.

Where sudsystems are Simi.ar in function, processed data derived from
subsystem raw data is coimpared. Greater to'erances must be allowed for
di1screpancies than with redundant subsystem data because of discrepancies
ir.oexterndl siqna.s and because of differing accuracies of similar function
Sudsystems.

_.7Ta tes*ts Tor continuing coeration of subsystems are applied where a minimum
rate of data cnarge is ealected in norma’ operation of the subsystem. Where
minimum rates are not ensurec, 1ife tests are eugmented by nardware BIT incor-
porated by subsystems.

Limit or reasonapieness tests of subsystem data are checks for data within
fixed, reasonable . mits or mCre typically checks for data rate changes
within fixea, reasonasie iimits.

Recovery from errors recuires 1sc.ation of failed subsystems to prevent propa-
Jation of errant ditc and cegradation of system performance. EHAR reports
errors to the Subsyuter Status Monttor,

203500 Ciod ay “rocesses

Jisplay processes -nc.ude tre foilowian off Applications ldsks:
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from separate applications tasks and output display data to the pilot and
copilot, separate display devices.

3.2.3.1.1 Inputs

Refer to Computer Program Development Specification, IDAMST OFP Applications,
SB-4043, July 1976. In addition to normal data inputs EHARS requires
redundant covies of output data from the redundant display process {DISP).
EHAR reads subsystem status from the OFP Applications Subsystem Status
Minitor subsystem status tables.

3.2.3.1.2 Processing

Redundant display processes, DISP's incorporate direct comparison of output
data and reasonableness tests. Reasonableness tests shall include maximum
rate (derived from aircraft maximum rates) tests and absolute maximum (out of
view) value tests,

Errors detected shall result in unique 16-bit error codes being passed to the
subsystem status monitor. A unique error code is required for each display
parameter as parameters are derived from different sensor data and are
generated in different specialists applications tasks.

Non-redundant display processes incorporate life and reasonableness tests. Al
non-redundant tasks also display non-graphics, textual or discrete information.

Life and reasonableness tests are Timited to Togical sequences/combinations
of data.

3.2.3.1.3 Outputs
Refer to OFP Applications Specifications, SB-4043, July 1976. In addition,
EHARS outputs unique 16-bit error codes to the OFP Applications Subsystems

Status Monitor. Error codes are unique to the display page (IMK, MPD) or to
the display device (LIGHTS, DEK MARK) were applicable.
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3.2.5.¢ nandlers

Two nhandlers are jnciuded in the IDAMST system to provide interactive software
interface to the crew input/output devices:

IMK HANDLER
MPO HANDLER

3.2.3.2.1 Inputs

Refer tc OFP Applications Specification, SB-4043, July 1976.

3.2.3.2.2. Processing

The display functions of HANDLERS incorporates the same logical reasonableness
test of textual data that are used in display processes (Paragraph 3.2.3.1.2).
The keyboard inputs functions of HANDLERS, incorporate logical reasonableness
tests of sequences, timing and amount of input data.

Unique error codes for each page of output data and each function of keyboard
input are passed to the OFP Applications Subsystem Status Monitor on
detection of errors.

3.2.3.2.3 Outputs

rRafer to OFP Applications Specification, SB-4043, Juiy 1976.
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3.2.3.3 EQUIPS

EQUIPS provide the IDAMST subsystem to software interfaces. EQUIPS provide
subsystem equipment design dependent features, mode control of subsystems,
and translation and normalization/scaling of subsystem data where required.
EHARS is incorporated intc the EQUIPS to control/retrieve subsystem BIT
capability and to detect errors in data generated by subsystems. Subsystem .
data errors are herein considered separately from communications errors ]
occurring in the communication channel between subsystem and mission processors. 1
Communications errors are typified by single bit errors arising from transmission
noise on the multiplex bus. Subsystem data errors are typified by a data
parameter of all zeros or all ones arising from failure of a subsystem : }
LRU or separation of a subsystem internal connector. Subsystem data errors
are not detected by the multiplex bus BIT and where these errors are not
detected by subsystem internal BIT, EMARS software in the mission processors
is responsible for protection of the system from such errors.

3.2.3.3.1 General, Inputs and Qutputs

. For subsequent subparagraphs, inputs and outputs are as specified in Computer
Program Development Specification, IDAMST OFP Applications, SB-4043, July 1976,

V Paragraph 3.2.5 and Subparagraphs which are incorporated herein by reference.

& Inputs and outputs specifications are not duplicated herein except where

EHAR functions impose special reguirements. In general and applicable to all

EQUIPS, the EHAR function will output to the Subsystem Status Monitor a one

word error code on detection of errors. The error code shall be a one word

unique code specifying the subsystem identity and if input or output data

was found to be in error.

an

brin vaoa tedd phoaad=nl0 L4 adb




sy

3.2.3.3.2 UHF-AM Qutput Processing
THAR tests that contrcl commands are one of the set of commands valid for the

radio and that numeric values are valid within the operational capability of
tne radio. EHAR checks for valid radio identity in the outgoing message compool.

3.2.3.3.3 VHF-AM OQutput Processing

EHAR tests that control commands are one of the set of the four commands valid
for the radio set.

3.2.3.3.4 VHF-FM Qutput Processing

EHAR tests that control commands are one of the set of the nine commands valid
for tne radgio set.

3.2.3.3.5 AF/SSB Output Processing

EnAR tests that control commands are one of the set of the ten commands vailid
tfor the radio set. EHAR exercises and monitors HF/SSB BIT.

3.2.3.3.6 ICS Input Processing

£rAR checks that control panel inputs are within valid ranges of input control
variablies.

3.2.3.5.7 iCS Output Processing

EHAR checks that contrc: commands are one af the six valid commands for the
intercom set. EHAR checks thet station selection values are within the range
of stations equipped in the gircraft.

3.2.3.3.8 P.A. Input Processing

EHAR checks that P.A. control pane) inputs are within valid ranges of the input
control variables.

3.2.3.3.9 P.A. Output Processing

EHAR checks that control commands are one of the four commands valid for the
PLA, system. EHAK cnecxs that speaker selection values are within the range
of speakers equippec in the aircrafz.

3.2.3.3.10 DEX Lnput Processing

EHAR shall only determine 37 one of the sixteen valid DEK input characters was
input.

3.2.3.3.11 OSMU Jutput Processing

tnAR checks that [SMu switcning commands are within the valid set of video
source/memory location/dispiay device combinations valid for the display System
design.

THAX orovides canapi ity t0 derforn diagnostic test routines of the JSMJ on
Gemera TOOR Lo T r1 Crew. Tne natuce of these tests are TBD based on the
2T tre OSMLL

<y 7

Jertatied aes|




-y

Y.

3.2.3.3.12 TACAN Input Processing

EHAR performs data life and reasonableness tests on TACAN input data. Due to
system external considerations (distance, weather conditions, interference)
EHAR tests may be disabled to allow degraded or intermittent TACAN operation.
Reasonableness tests include range and bearing rate within acceptable limits,
course deviation rate within acceptable 1imits and rate change of to-from
indicator. EHAR shall periodically or on demand exercise the TACAN BIT capa-
bility and shall monitor TACAN status for abnormal conditions.

3.2.3.3.13 TACAN Output Processing

EHAR checks only that a TACAN control output is one of the valid types allowed
and that channel or course select values are within acceptable limits.

3.2.3.3.14 HCU Input Processing

EHAR checks that HCU position variables X, Y and position rates aX, &Y
are within maximum allowable values.

3.2.3.3.15 OMEGA Input Processing

EHAR performs 1ife and reasonableness tests on OMEGA input data. Due to system
external considerations (distance to station, weather, interference) EHAR test
may be disabled to allow degraded or intermittent OMEGA operation. Life and
reasonableness tests check that pulse timing rates are within maximum acceptable
Timits. Station drop-out for excessive lengths of time are tested. Drop-out

can result in channel re-selection or degraded operation. EHAR monitors OMEGA
BIT data.

3.2.3.3.16 OMEGA Qutput Processing

EHAR tests that control commands are one of the three valid commands for the
OMEGA set. EHAR tests that control values are within reasonable maximum values.
EHAR exercises and monitors OMEGA BIT data.

3.2.3.3.177 FCS Input “rocessing

Air data andpositional/attitude data is received into the IDAMST system from
the flight controls system (FCS) over three independent paths (three remote
terminals). This data is independently processed in two mission processors
and resulting position and attitude displays are independently presented to
the pilot and co-pilot. The Flight Controls EQUIP accepts input data from the
FCS interface triple channels. Flight Controls EQUIP EHARS in each of two
computers independently compares the input data. Discrepancies exceeding a
predetermined threshold result in an error indication being generated by the
Flight Controls EQUIP. EHARS also checks that rates of attitude and air data
are within maximum allowable values (determined from air frame maximum rates). i

3.2.3.3.18 FCS OQutput Processing

Qutputs from the IDAMST system to the FCS (e.a. autopilot steering commands,
flight crew inputs) are generated in two IDAMST mission processors., A third
channel of flight control output data is copied from the fiight control data
generated in the Master IDAMST missior processor. Flight Control EQUIP, EHARS
code compares the two flight controis data. Discrepancies exceeding a pre-
determined threshold value results in an error indication and no new data being

89"




sent. In case of discrepancies, the Flight Controls EQUIP will substitute
previous values. Because two channels of flight control data are generated

from one IDAMST source anc the third channel of flight controls data is
generated from a second IDAMST source, one channel of the flight controls system
could be declared failed by voters in the FCS if differing data were sent to the
FCS.

In addition EHAR tests that steering signrals and signal rates are within
acceptable maximum values. Errors in signals or signal rates results in
previous values being substituted for errant data. EHAR exercises and monitors
FCS BIT,

3.2.3.3.19 INS Input Processing

EHAR checks that altitude, attitude and position and velocity rates are within
reasonable limit values. EHAR compares air data derived velocity (generated

by the Instrument Display Process) and FCS attitude data compare within
acceptabie tolerance. ECHAR monitors INS BIT data.

3.2.3.3.20 INS Output Processing

FHAR checks that output commands are one of the four valid commands for the INS
system. EHARS checks format of waypoint data entered into the INS system.
EHAR exercises and monitors INS BIT data.

3.2.3.3.2] SKE/ZM Input Processing

EHAR checks that range and bearing rates are within acceptable limits. EHAR
exercises and monitors SKZ BIT.

3.2.3.3.22 SKE/ZM Qutput Processing

EHARS tests that the output data type is correctly identified as one of the
acceptable types and that values are within acceptable limits.

3.2.3.3.23 LF/ADF Inputs Processing

EHARS tests that bearing rate is within acceptable limits.

3.2.3.3.24 LF/AD7 Qutput Processing

EHARS tests that control command outputs are identified by one of the valid
five types and that freguency, test and volume data values are within limits
valid for the LF/AGF radio set.

3.2.3.3.25 UHF/ADF Inputs Processing

EHARS tests that bearing rate is within acceptable Timits.

3.2.3.3.26 U4F/ADF Gutputs Processing

EHARS tests that contro. command outputs are identified by one of the valid
five types and tiuT “reauency, test and volume data values are within limits
vaiid for the URF/ADF ruaio set.

5.2.0.2.27 Rd

ar AL timeter Input Processing
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3.2.4 Special Requirements r
This section contains special requirements imposed on EHAR Software development.
i
3.2.4.1  Structured Programming H
Top-down, structured programming concepts will be used throughout EHAR Software
development. Software elements will be established which correspond to functions
defined in this document.
3.2.4.2  JOVIAL J73 ’

A1l EHAR Software will be coded in the JOVIAL J73 higher order language.

RLCRLLILG b a

A, bLnuK'"Oll }'.ld"lhu




g

3.3 Adaptation

This section summarizes the EHAR Software requirements with respect to the
operating facility, system parameters, and system capacities.

3.3.1 General Environment

Further definition of the IDAMST system design is required prior to completing
this portion of the specification. Pending definition the following assump-
tions are made.

3.3.1.1 IDAMST Core Elements

IDAMST core element hardware including the core element control/displays are
assumed to be identical in all AMST aircraft and require no modification or
variations in software to adapt the IDAMST OFP and OTP software.

3.3.1.2 Other IDAMST Integrated Hardware

Variations in AMST equipment complement associated with the IDAMST system is
expected. It is assumed that the IDAMST OFP and OTP software will be auto-
matically adaptable to hardware variations in the AMST. This will be
accomplished through the use of an equipment status word from the IDAMST
avionic hardware which identifies the existing hardware configuration. The
OFP and OTP software will subsequently adapt to the actual configuration by
omitting software functions associated with non-existent avionics hardware
elements, The OFP and OTP software will compile a list of active and installed
avionic equipment hardware and display list upon command and also write list
on DITS recorder for a maintenance record.

3.3.2 S::stem Parameters

Constants and other data pertaining to the particular mission must be available
at load time for the EHAR Software to function at full capability.

3.3.3 System Capacities
Estimated capacity requirements of the Mission OFP Software is summarized in
Table 3.3-1. These estimates are related to an IDAMST processor like that

described in applicable document 2.1.4.b, "Prime Item Product Fabrication
Specification for DAIS Processor", and allow a 25% growth margin.
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4.0 QUALITY ASSURANCE PROVISIONS

This section identifies the basic method for accomplishing software verifica- ;
tion.

4.1 Introduction

TIOAMST CPCIs will incorporate top-down, structured concepts, described brief-
1y below:

Structured Program

A structured program is a computer program constructed of a basic set of con-
trol logic figures which provide at least the following: Sequence of two or
more operations, conditional branch te one of two operations and return
repetition of an operation. A structured sreqram has only one entry and one
exit point. A path will exict from the entry to each node and from each noce
to the exit. In additicn, zZeriain practices are associated, such as indenta-
tion of source code to represent legic levels, use of intelliqent data names
ard descriptive cormentary.

Top-Down Programming

Top-down programming is tne concept of performing in hierarchical sequence a
detailed design, coce, integration and test as concurrent operations.

Top-Jown Structured Programs

A top-down structured crogram ic 2 siryctured orogram with the sdditiona) :
characteristics Of the source code beirn lcaically but not physically seg- ;
mented in a hierarchical manner and only cependent on code already written. H
Control of execution between segments is restricted to transfers between i
vertically adjacent hierarcnical segments. )

Top-down ceding and verification 1s an ordering of system development which
allows for continual integration of the system parts as they are developed
and provides for interfaces prior to the parts being developed. At each
stage, the code aiready tested drives the new code, and only external data
is required.

In top-down programming, the system is orqanized into a tree structure of
segments. The too segmerts contain the hijhest level of contral logic and
decisions within the orocram, and either passes control to the next leve:
segments or identifies the next level segments for in-line inclusions. The
next level may include stubs. Stubs which are to be replaced eventually with
running code may contain ¢ "no cperaticn’ instruction or possibly a display
statement to the effect tnst control has been received. The process at
replacement of successively lower level stubs with operational code continues
until all functions within a2 system are coded and verified.

In top-down cocing and verification, the highest level element is coded first.
Coding, checkout, &anc nteqratyon aroceed down the hierarchy until the lowes*
levels have been inteirarcd. This does rot imcly that all elements at a

given level are ceveiciec n garalie’ Some branches will intentionally be
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developed early, e.g., to permit eariy training and early development of
critical functions or hardware/software integration.

Many systems interfaces occur through the data base defintion in addition to
calling sequence parameters. Top-dcwn programming recuires that sufficient
data definition statements be coded and that data records be generated before
exercising any segment which references them. Ideally, this leads to a sinnle
set of definitions serving all the programs in a given applfcation.

This approach provides the ability to evolve the product in a manner that
maintains the characteristic of aiways being operable, extremely modular and
always available for successive leveis of testing that accompany the corres-
ponding levels of implementation. Exception to the top-down coding and integ-
ration approach will be considered on a case-by-case basis.

Each computer program will be coded in a higher order lanouage. lse of
assembly or machine lancuage wiii be restricted to coding of certain executive
functions where the higher order language cannot be used.

Real Time Structured Programs

An additional complexity in the IDAMST system is the Real Time, asynchronous
comunication of structured programs as tasks. Tasks are also organized as a
hierarchy. Each task has a Controller Task which is the only task rermitted
to schedule or cancel the lower level task. However, any task is permitted
to activate any other task in IDAMST.

4.2 Computer Program Verification

Computer program verification is the process of determining whether the
results of executing a computer program in a test envirconrment agree with the
specification requirements. Verification is usually only concerned with the
logical correctness of the computer program (i.e., satisfying the functional/
performance requirements) and may be a manual or a computer-based process
(i.e., testing software by executing it on a computer).

The use of top-down structured pronramming technigues orovide certain program
characteristics that may lead to a sirplification of the comnuter program
verification process. Top-down intecrazion of the oroaram elements in a CFC]
minimizes the use of complex ariver rcutines erd repiaces them with actual
program elements and simple program stuhs, t also provides a system in
which the computer program is continually being tested as successively lower
levels of program elements are integrated and the interfaces between proaram
elements are verified prior to the integration of the next lower level.

4.2.1 Program Element Tests

Program elements are coded in the sequence required for top-down integration.
When coding and code review are completed, each program element shall be
functionally tested in a stand-alone configuration by the orogrammer to
assure that the element can be executed and that the specified functions are
performed. Since program elements are small and are restricted to one entry
point and one exit point, the test environment is relatively simple.

e’
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4.2.2 CPCI Integration Tas<s FRO# COLL b -
Following successful completion of the Program Element Tests, the program
aiements are ontered into tne Computer Program Library where they are subjected
to configuration contrel procedures. Ccrtrollead program eiements are compiled/
assembled, link-adited and the current CPCL versicn is made available for
integration testing. Inteyraticn tects are cynamic tests designed to verify
program functions and interfaces between program elements and with the data
base. Tne result is & complete CFC! for which all design features have been
verified.

The integration of program elements or tasks into the complete computer pro-
gram shali be acccmplished in & top-down sequence. The higrest level elements
which contain the highest level contruller tasks shali be tested and integrated
first. These tasks are the Master Sequencer, Confiqurator, Reaguest Processor,
and Subsystem Status Monitor. lesting 3nd inteqgration shail oroceed down the
hierarcny uwnrtil al) program elements {e q., zquipment interface functions),
have been integrated anc the aesign cempletely veritied.

An important aspect of irtegration testing of IDAMST will be the invocation
and syncaronization of tne tasks, since these functions do not fall under the
structured programming rules.

4.2.3 formal Software Testing

The purpcse of Tormal testing is to confirm that the computer program performs
the functions and satisfies the performance reauirement contained in the soft-
ware reguirenants specification. Formal testing consists of Preliminary
Gueiification Tecte (907) apd Cormal Quilificatisn Tasts IFWT), and are con
ducted 1n accordance with Air Force approved test nlans.

Pre-Qualification Testina (PQT;

POT is an incremental process which provides visibility and control of the
CPC2 developnent curing the time period between the Critical Design Review
and Formal Quaiification Testing.

PQT corsists of furctional jevel tests, conducted at the develonrent facility,
and using Air Force azproved test cians.  These tests will use docuimented oro-
cedures, completed by the concrauntor, and submitted tc the Air Force Sufficient-
lg in advance 0f iae scheduled test session t) permit review and anaiysis.

They will typicaiiy use controilec inputs ssecifically prepared for the test
purpose.

A Pre-Qualification test will gereraliy be conducted for each CPCI function.

If a test's cost or *irme consumciion estimates are significantiv high, the
test will be deferred o 07T uriess it is time-critical or performance-critical
to the development of tne CTICH.




